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Abstract A surface-tunnel-surface seismic experiment was conducted at the Äspö Hard Rock Laboratory
to study the seismic response of major fracture systems intersecting the tunnel. A newly developed
three-component microelectromechanical sensor-based seismic landstreamer was deployed inside the noisy
tunnel along with conventional seismic receivers. In addition to these, wireless recorders were placed on the
surface. This combination enabled simultaneous recording of the seismic wavefield both inside the tunnel
and on the surface. The landstreamer was positioned between two geophone-based line segments, along
the interval where known fracture systems intersect the tunnel. First arrival tomography produced a velocity
model of the rock mass between the tunnel and the surface with anomalous low-velocity zones correlating
well with locations of known fracture systems. Prominent wave mode converted direct and reflected signals,
P-S and S-P waves, were observed in numerous source gathers recorded inside the tunnel. Forward travel
time and 2-D finite difference elastic modeling, based on the known geometry of the fracture systems, show
that the converted waves are generated at these systems. Additionally, the landstreamer data were used to
estimate Vp/Vs, Poisson’s ratio, and seismic attenuation factors (Qp and Qs) over fracture sets that have
different hydraulic conductivities. The low-conductivity fracture sets have greater reductions in P wave
velocities and Poisson’s ratio and are more attenuating than the highly hydraulically conductive fracture set.
Our investigations contribute to fracture zone characterization on a scale corresponding to seismic
exploration wavelengths.

1. Introduction

The seismic response of fractures and cracks has interested the hard rock seismic exploration community
since the early works of O’Connell and Budiansky [1974], Hudson [1981], and Mair and Green [1981].
Fractured media have strong effects on seismic wave propagation, such as causing shear wave birefrin-
gence, scattering, and attenuation or changes in the elastic parameters [Crampin, 1981; Hudson, 1981;
Eaton et al., 2003]. In addition to these, oriented fractures are considered to be a common cause for seis-
mic anisotropy [Thomsen, 1986; Yardley and Crampin, 1991; Thomsen, 2002]. Apart from the influence on
seismic properties, fractures in crystalline rock environments act as conduits for gas and fluid migration,
hence affecting the local stress field, the hydrogeological regime, underground infrastructures, and drilling
and mining activities, among others. When the fractures are saturated with a compressible fluid or gas, the
media may be highly attenuating [Anderson et al., 1974; O’Connell and Budiansky, 1974; Johnston et al.,
1979; Mavko and Nur, 1979; Mukerji and Mavko, 1994]. Compared to laboratory studies, sonic logging, or
studies conducted using vertical seismic profiling (VSP), there are few reports on seismic field experiments
that investigate the relation between the permeability of fractures and their seismic response [Green and
Mair, 1983; Paulsson et al., 1985; Juhlin, 1995b; Lundberg et al., 2012; Liu and Martinez, 2013]. To address
some of the above-mentioned issues, we conducted a novel surface-tunnel-surface seismic survey at the
Äspö Hard Rock Laboratory (HRL) in southern Sweden during April 2015. Well-documented fracture
systems, extending from the surface and intersecting the tunnel at different depths [Kornfält and
Wikman, 1988; Kornfält et al., 1997; Rhén et al., 1997; Berglund et al., 2003], provided a unique opportunity
to evaluate their seismic response using a digital three-component (3C) seismic landstreamer [Brodic et al.,
2015; Malehmir et al., 2015a, 2015b] in the tunnel. Both sources and receivers were located on the surface
and inside the tunnel and the seismic wavefield simultaneously recorded on all receivers. Compared to
other published experiments addressing the seismic response of fractures [Maurer and Green, 1997;
Angioni et al., 2003; Gritto et al., 2003; Daley et al., 2004; Gritto et al., 2004; Dietrich and Tronicke, 2009;
Martínez and Mendoza, 2011], the use of sources both inside the rock mass and on the surface makes this
study rather unique. Our primary objectives were
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1. high-resolution fracture zone delineation in underground facilities using the seismic method and check-
ing the performance of the seismic landstreamer inside the rock mass,

2. estimating elastic properties and seismic attenuation of the fracture zones with different hydraulic proper-
ties and host rock at the site,

3. studying and modeling the seismic response and wave mode conversions observed in the vicinity of the
fracture systems,

4. characterization of the rock mass between the tunnel and surface by first arrival travel time tomography
given the unique acquisition geometry, and

5. verifying the capability of the digital-based seismic sensors in a highly electromagnetically noisy environ-
ment in comparison with traditional geophone-type sensors.

2. Äspö Hard Rock Laboratory

The Äspö HRL is an underground research facility located in southeastern Sweden (Figure 1), operated by the
Swedish Nuclear Fuel and Waste Management Company (SKB). It was established at the end of the 1980s,
with the goal of studying the properties and behavior of rock masses, testing methods for storage of spent
nuclear fuel, characterization of prospective repository sites, and development and testing of new

Figure 1. Geographical location, geological and structural map of the Äspö HRL site, with surface projection of the tunnel
track and the location of the seismic stations inside the tunnel and wireless receivers on the surface shown. The arrows
show the dip direction of the structures while the structure orientation corresponds to true azimuth. The NE-1 and EW-3
fracture systems were the primary targets of the seismic study. Also shown are mapped occurrences of foliations with their
dip angles and occurrences of fine-grained granitic dikes. The white regions represent the sea surrounding the island.
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characterization methods in the crystalline environment [Berglund et al., 2003]. The laboratory consists of
several facilities on the surface and about 3.6 km of tunnels at different levels. From the surface (approxi-
mately 15 m above sea level), the main access tunnel goes for approximately 1.6 km downward reaching
an elevation of �230 m below sea level. After this, it spirally continues downward until it reaches the final
�450m level. An elevator shaft connects the main facility building on the surface and different tunnel depths
within this spiral part.

Geologically, Äspö is located predominantly within themetamorphosed granitoid-volcanic rocks of Småland-
Värmland [Kornfält et al., 1997; Stanfors et al., 1999; Stephens, 2009; Lundberg and Juhlin, 2011; Lundberg,
2014]. The oldest rocks in the area formed during the Svecokarelian orogeny (1.85–1.65 Ga) with periods
of alkali-calcic magmatism. They are represented by granitoidic to dioritoidic and gabbroidic rocks and
fine-grained granitic or aplitic dikes emplaced at around 1.45 Ga. The Sveconorwegian orogeny
(1.1–0.9 Ga) was coeval with the emplacement of dolerite dikes that are up to 10m in thickness. The youngest
rocks in the area are meta-sandstones deposited during the Late Precambrian, Early Cambrian period
[Kornfält and Wikman, 1988; Gustafson et al., 1989; Kornfält et al., 1997; Berglund et al., 2003]. Metamorphic
overprinting resulted in structural, mineralogical, and chemical changes, all contributing to the complex geol-
ogy of the area. Recently, glacial processes have modified the area, giving the present-day surface consisting
of exposed bedrock and occurrences of moraines and glacial sediments of up to 5 m in thickness [Kornfält
and Wikman, 1988].

On a local scale, two rock types are dominant, along with the occurrences of fine-grained, intermediate rocks
and dikes of fine-grained granite and pegmatite [Kornfält et al., 1997; Rhén et al., 1997; Berglund et al., 2003].
These are Ävrö granites (densities 2640–2700 kg/m3) and Äspö diorites (densities 2700–2800 kg/m3). Figure 1
shows the geographical location of the site, major geological units, and structural features of the Äspö HRL.
The geological information is based on site-scale geological mapping, open trenches, drill cores, information
from the tunnel, and geophysical information [Kornfält and Wikman, 1988; Kornfält et al., 1997; Rhén et al.,
1997; Berglund et al., 2003; Rønning et al., 2003;Wahlgren et al., 2006]. Tectonic features shown represent their
surface intersections inferred in the same way. Reports on hydraulic conductivity are based on direct obser-
vations in the tunnel and drilling [Rhén et al., 1997; Berglund et al., 2003].

The approximately 1.85 Ga complex structural history of the region has resulted in the formation of several
deformation zones at the Äspö HRL site. Stanfors et al. [1999] defines seven different tectonic episodes during
this period. The deformation zones commonly consist of several parallel fracture sets with different degrees
of alteration and hydraulic properties, where dip angles and widths change with depth [Rhén et al., 1997;
Berglund et al., 2003]. Some of the fracture systems are estimated to be more than 10 km long and extend
to at least 1.5 km depth [Rhén et al., 1997]. Among the structures shown in Figure 1, we focus here on the
NE-1 and EW-3 fracture systems crossed by the seismic recorders in the tunnel. According to Ask [2006]
and Andersson [2007], where the two fracture systems of interest are encountered in the tunnel, the major
principal stress (σ1) has a magnitude of 25–35 MPa, trending 310°, and a plunge of 0–30°. Magnitude of
the intermediate principal stress (σ2) ranges from 10 to 17 MPa, with the direction of 90° and a plunge
53–90°. Minor principal stress (σ3) ranges from 6 to 10 MPa, with the direction 220° and a plunge of 0–20°.

During the preliminary phase of site investigations, the NE-1 fracture systemwas clearly delineated by surface
and borehole geophysical methods [Rhén et al., 1997]. In the excavation phase, it caused significant problems
due to severe water inflow (once grouted, 1600 liters per minute was flowing through an open valve on a
57 mm diameter borehole drilled into it; Figure 2 [Rhén et al., 1997]). Where the fracture system intersects
the tunnel, three parallel branches of NE-1 are separated by less fractured host rock composed of Äspö diorite
and fine-grained granite, both having been metamorphosed to a certain extent. These are referred to as
NE-1-I (20 m wide), NE-1-II (12 m wide), and NE-1-III (30 m). NE-1-I and NE-1-II are separated by about 8 m
of fractured host rock while NE-1-II and NE-1-III are separated by about 10 m of less fractured host rock, giving
a total width of the system of about 80 m. The widths and distances given are based on our own observations
during the seismic experiment using the fracture locations and markers identified by SKB on the tunnel walls.
In addition, a study by Berglund et al. [2003] provides information on the different hydraulic properties of the
individual fracture sets. The first two fracture sets (NE-1-I and NE-1-II) are described as highly fractured, partly
clay altered with the latter being more hydraulically conductive then the former. NE-1-III is referred to as frac-
tured and highly hydraulically conductive (Figure 2). Its central part is a 5–8 m wide partly clay altered zone.
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All three sets are described as water bearing with an average fracture frequency of approximately 15
fractures/m [Wahlgren et al., 2006]. The EW-3 zone (Figure 1) is about 12 m wide, with five different
fracture sets within it with low to medium degrees of clay alteration, medium to strong tectonization, and
an average fracture frequency of approximately 17/m. The central fracture set is 1.5–2 m wide with altered
clay fillings [Berglund et al., 2003]. The whole zone represents the contact between Äspö diorite and fine-
grained granite. Prior to being sealed, it leaked 90 liters of water per minute. According to Berglund et al.
[2003], NE-1 and EW-1 (Figure 1) represent major zones of weaknesses, marking the southern and northern
boundary of a block.

Aside from the two aforesaid fracture systems, another one striking mainly NE-SW, located between the NE-1
and EW-3 (Figure 1, dashed line between the NE-1 and EW-3), was also crossed by the seismic line. This frac-
ture zone was identified in the earlier studies by Kornfält and Wikman [1988] and Rydström and Gereben
[1989], but no naming or structural information on it was found by our literature studies.

3. Äspö HRL Seismic Experiment

The seismic survey at the Äspö HRL site was conducted using a combination of conventional 10 Hz vertical
geophones, a seismic landstreamer [Brodic et al., 2015; Malehmir et al., 2015a], 1C wireless recorders
(connected to 10 Hz vertical geophones), and 3C wireless recorders (connected to MEMS-based, DSU3

™

sensors). A Sercel Lite
™

acquisition system was used for data recording. Based on experience from other
crystalline rock environments, a 500 kg weight-drop hammer mounted on a commercially available skid steer
loader was used as the seismic source [Sopher et al., 2014; Place et al., 2015; Malehmir et al., 2017]. At every
source location, the drop hammer was released 5 times onto a square-shaped hard aluminum plate (60 cm
by 60 cm and about 2.5 cm thick) mounted at the bottom of the hammer casing. The hits were recorded
within a time window of 25 s and later vertically shifted to zero and stacked together to increase the S/N.
The resulting stacked source gathers were reduced to 1 s record length for further processing and analysis.
Table 1 shows the main acquisition parameters of the seismic survey.

GPS-time synchronization of the seismic data was obtained by placing the recording vehicle outside the
tunnel and connecting it to the tunnel seismic line via a 50 m long extension cable. Starting from about
50 m away from the entrance to the tunnel, to ensure good sensor-ground coupling, we drilled and planted
279 vertical component 10 Hz geophones (7 cm spike) at every 4 m. Geophones were vertically planted in
drill holes made on the rock exposed on the side of the tunnel, 5–35 cm from the tunnel floor (labeled as
Geophones I in Figures 1 and 3; also see Figure 4a). Four meters away from the last planted geophone, the

Figure 2. Water inflow (1600 L/min, 57 mm diameter hole) from NE-1-III showing the significance of fracture zone delinea-
tion and characterization in the preliminary site planning stage. Photo from Rhén et al. [1997].
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seismic landstreamer (MEMS-based, 80 DSU3 units, 200 m long) was deployed. The units were placed along
the edge of the asphalt on the tunnel floor, in the continuation of the planted geophone line segment
(landstreamer in Figure 3; also see Figure 4). Due to the 3C nature of the landstreamer units, it was
positioned along the intersection of the NE-1 and EW-3 zones and the tunnel. In addition to these, 54
vertical component 10 Hz geophones, at 4 m intervals, were planted in drill holes at the tail of the
landstreamer (Geophones II in Figures 1 and 3). The total length of the seismic spread with all different
segments inside the tunnel was about 1500 m. To obtain simultaneous recording of the seismic wavefield
both inside the tunnel and on the surface, another seismic line was designed using 75 wireless recorders
(labeled as wireless in Figure 3). Twenty-four three-component (same type as the ones used in the
streamer, DSU3™) and 51 single-component, connected to 10 Hz vertical geophones, units were deployed
on the surface. Spacing between the wireless units varied from 8 to 16 m. Figure 4b shows a 10 Hz
geophone planted in a drilled hole in the rock and connected to a wireless seismic recorder.

Data acquisition started in the lower tunnel part before the spiral part and advanced toward the surface with a
source spacing of 4–16 m. After recording all the source points in the tunnel, the source was moved to the
surface, where sources were made at all the wireless units that were accessible to the source (55 source loca-
tions). During the surface recording, data were also recorded on the seismic line inside the tunnel, and simi-
larly, the surface receivers were recording the sources activated in the tunnel. Coordinates of all surface
receivers and source positions were surveyed using a DGPS surveying system (centimeter accuracy). Inside
the tunnel, knownmarkers and their positions were used to position the receivers into the internal coordinate
system used in the tunnel. These coordinates were later transformed to the same system as the surface data.

Parallel to our seismic experiment, an independent seismic survey was conducted on the sea above the
tunnel, next to a small island in the central part of the site (Figure 3; marine seismic experiment arrow)

Figure 3. Tunnel model and an aerial photo projected on top of lidar (elevation) data with different parts of the seismic
spread labeled and shown in different colors. Twice vertically exaggerated.

Table 1. Main Acquisition Parameters of the Tunnel-Surface Seismic Survey at Äspö HRL

Acquisition System Sercel Lite

Total number of receivers in the tunnel 413
Planted vertical 10 Hz geophones 333 (4 m apart)
Landstreamer units 80-3C DSU3 (20 × 4 m + 60 × 2 m)

Total number of receivers on the surface 75 (51-1C 10 Hz and 24-3C DSU3)
Nominal surface receiver spacing 12 m
Recording length 25 s (reduced to 1 s after vertical stacking)
Sampling rate 1 ms
Source Skid steer loader mounted drop hammer (500 kg)
Number of hits per source location 5
Nominal source spacing 8 m
Total number of source points 229 (tunnel and surface)
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[see Ronczka et al., 2016]. Data from
four of these explosive sources were
merged into our data set. Since no
shooting could be done in the south-
ern part of the line with the weight
drop, these marine explosive sources
partly contribute to imaging the rock
mass in the southern part of the
survey area.

4. Seismic Data of the Äspö
HRL Site

Strong electric or electromagnetic
noise is present in the tunnel and
most apparent on the planted line
segments (Geophones I and II in
Figure 5). This noise is absent on the
landstreamer data. Aside from the
dominant 50 Hz electric power grid
frequency, both higher- and lower-
order power harmonics can also be
seen. The spacing of the landstrea-
mer units on three of the segments
is 2 m, while all geophones and the
units on the fourth landstreamer
segment are spaced at 4 m. This irre-
gular unit spacing results in the
apparent change of slope of the
direct arrivals and should not be mis-
taken for refracted arrivals.

Applying several notch filters corre-
sponding to the frequencies of the
individual current harmonics helped
in attenuating the electric noise from
the planted geophones. For the main
50 Hz current noise, a band-stop filter

between 49 and 51 Hz was used, with a 2 Hz cosine taper on both sides. Aside from the electric current, noise
trains coming from the southern side of the tunnel, most probably originating from the nuclear power plant
located in the site’s vicinity, were problematic. Vertical stacking of the repeated hits partly helped to attenu-
ate them. However, for some records these remained quite strong, but with low frequencies and low appar-
ent velocity. To further attenuate them, a carefully designed F-K filter was applied (Figure 6a). Inspection of
Figures 5a and 6a shows observable converted and reflected events in both records, indicating that they
are real features and not artifacts of the F-K filter processing.

The F-K filter was not applied to the data from the streamer or to the Geophone II part because of the steep
nature of the important events likely generated from the fracture systems. Figure 6b shows an example
source gather with the source being located on the landstreamer part of the seismic line, close to the edge
of the NE-1 fracture system (source location 300, corresponding to receiver 300 on the seismic line). For this
gather, only notch filters and the band-stop filter were applied. Note here the more distinct, more consistent,
and narrower wavelets of the same events and higher-frequency content of the landstreamer units
compared to the geophone segments. Comparing Figure 6a with 6b shows how the F-K filter suppresses
noise coming from the side of the seismic line. This noise is more prominent in Figure 6b, but not sufficient
to obscure the different seismic events of interest.

Figure 4. Examples of planted geophones in drill holes in the rock (a) in the
tunnel and (b) on the surface. (c) The seismic landstreamer used in the tunnel
in the downdip direction (known from drilling) of the NE-1-III fracture zone.
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In addition to the source gathers shown in Figures 5 and 6, an example source gather from one of the marine
explosive sources with the merged wireless and hydrophone data is shown in Figure 7a. Figure 7b shows the
same explosive source simultaneously recorded on the receivers in the tunnel with some interpreted events
marked. Notable are high-quality P and S wave arrivals on almost all the receivers of our seismic spread.
Additionally, clear P-Swave mode conversion at the seafloor and both P-S and S-P conversions at the fracture
system for the downgoing wavefields are observed (Figure 7b). A delay in the P wave first arrivals where the
NE-1 fracture system is located can also be observed. Particle motion plots for receiver 280 (first unit on the
landstreamer inside the tunnel) within different windows show strong vertical polarization, including P-S and
direct S wave arrivals (Figure 8). This is typical for all landstreamer 3C units.

5. Seismic Imaging of the Fracture Systems

To initially characterize the rocks and fracture zones located between the tunnel and the surface we used first
arrival tomography. On almost all source gathers from the tunnel the most prominent arrivals in the vertical
component data are the direct shear waves (e.g., Figure 8). Strong shear waves are likely due to the large velo-
city contrast between the rock and the air in the tunnel, convertingmost of the energy to shear waves right at
the tunnel floor [Bellefleur et al., 2004;Malehmir and Bellefleur, 2010]. Particle motion plots (hodograms) of the

Figure 5. An example raw source gather from the seismic line inside the tunnel with trace normalization applied. (a) First 279 planted 10 Hz geophones (Geophones
I), followed by 80 DSU3 unit landstreamer (DSU3’s landstreamer) and 54 planted 10 Hz geophones (Geophones II), with their corresponding amplitude spectra. (b–d)
An enlarged view of the data from the streamer part showing vertical, radial, and transverse components of the data, respectively, and their corresponding amplitude
spectra calculated within the same window as displayed.
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shear wave window (Figure 8) suggest vertical polarization and no strong evidence of surface waves.
Inclination of the tunnel and seismic source at an angle to vertical to the tunnel floor may have also
contributed to the generation of shear waves.

Both P and S wave first arrivals from the active tunnel line and wireless recorders were manually picked.
Manual picking was chosen to make sure that the delays noted on the P wave first arrival trend across the
NE-1 fracture system were preserved (Figures 6a and 8). The picking resulted in 67,690 P wave and 64,540
S wave first arrivals from 230 sources recorded on 528 receivers, including receivers from the marine seismic
experiment (40 receivers on 4 shots). Noisy traces where the arrivals could not be clearly distinguished were
excluded from picking. Joint P and S wave first arrival travel time tomography was performed using the
PS_tomo 3-D diving-wave tomography code [Podvin and Lecomte, 1991; Hole, 1992; Hole and Zelt, 1995;
Tryggvason et al., 2002; Tryggvason and Linde, 2006]. Variance-based weighting of the P and S wave travel
times was used for the inversion. Due to the sparse source-receiver setup on the surface and line crooked-
ness, the tomography was done using large cells in the lateral direction. The cell sizes in the inline and depth
directions were 4 m, and to obtain a 2-D model of the velocity distribution (a 2-D slice from the 3-D velocity
volume), 200 m wide cells in the lateral (crossline) direction were used. Nine iterations were carried out in the

Figure 6. Example source gathers showing the quality of the seismic data after preprocessing applied. (a) Source location
413 corresponding to the last receiver (receiver 413) in the tunnel and (b) source gather for a source located at receiver 300
belonging to the landstreamer portion of the seismic line. Source location 300 is located in the zone of the NE-1 fracture
system. Note the strong P-S and S-P wave modes originating from one of the known fracture zones in the tunnel, low-
frequency energy at the beginning of the line, and various events marked by the arrows. The different receiver spacing of
the streamer and planted geophones causes the apparent change in slope of the first arrivals.
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inversion process with an RMS error of the final velocity model of 2.1 ms for the P and 1.4 ms for the S waves.
Since the S wave tomography shows similar results as the P wave, to avoid redundancy, we only show and
discuss the P wave result. Examples of first arrival picking, an overview of the distribution of all picked first
arrivals, and the travel time residuals of P waves are shown in Figure 9.

Figure 9a also shows the three subsets of the NE-1 and less fractured and intact host rock around them (NE-1-I
to NE-1-III and HR-1 to HR-4). Inspection of the source gather suggests that direct shear arrivals are less
sensitive to the fracture system and show no noticeable delays on the arrival times (Figure 9a, S wave direct
arrivals). Significant delay, however, can be noted on the P wave direct arrivals (Figure 9a, P wave direct
arrivals, arrow pointing at NE-1-II zone). All arrivals align along a linear trend (Figure 9b), implying little or
no refracted waves in the data and no noticeable effect of the excavation damage zone (EDZ) on the first
arrivals. This is in accordance with the field situation, where even on the surface, drill holes had to be made
to plant most of the geophones.

The spatial position of the EW-3 zone and its dip corresponds to a low-velocity zone seen in the P wave velo-
city model (Figures 10a and 10b). The NE-1 and NNW-3 fracture systems appear to be responsible for a
complex weak zone bounded by the two and characterized by a decrease of the seismic velocities in the
tomogram (Figure 10d). The velocity model shown additionally indicates a low-velocity anomaly between
EW-3 and NE-1, which may be related to a minor unnamed fracture system shown in Figure 1. This fracture

Figure 7. Example source gathers from one of the four explosive sources fired in the sea above the tunnel with (a) merged
wireless and hydrophone data and (b) same explosive source simultaneously recorded by the receivers in the tunnel with
certain events marked. Note the strong shear wave energy produced at the seafloor and converted back to P wave energy
at the fracture zone.
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system appears to change dip from the surface downward, and its intersection with the tunnel is not
mapped. The low-velocity halo around the tunnel is rather an effect of the 3-D source-receiver geometry
with seismic rays traveling around the tunnel (a mix of longer and shorter paths depending on source
locations on the surface) squeezed into the 2-D domain during the inversion, rather than an EDZ effect
[Bohlen et al., 2007; Lüth et al., 2008].

5.1. Fracture Detection and Characterization Using Wave Mode Conversions

Some surface seismic data and, in particular, borehole seismic surveys have shown that zones of high impe-
dance contrast to the host rocks, such as fluid-filled fracture systems, ductile shear zones, and massive sulfide
bodies, can increase reflectivity and generate significant amounts of P-S and S-P converted energy [Ayarza
et al., 2000; Bellefleur et al., 2004; Malehmir and Bellefleur, 2010; Bellefleur et al., 2012; Lundberg et al., 2012;
Melanson et al., 2015]. To provide a possible explanation of the origin of the events seen in Figures 6 and
8, two modeling approaches were used:

1. 3-D constant-velocity ray tracing travel time modeling [e.g., Ayarza et al., 2000] and
2. 2-D finite difference elastic modeling [e.g., Juhlin, 1995a].

All available information on the fracture systems in the tunnel was used as input to the modeling, such as dip
angles, azimuths, width of the zones, and the average densities of the rocks hosting the fracture systems
[Rhén et al., 1997; Berglund et al., 2003]. From our seismic data, we extracted apparent velocities and locations
where the fractures intersect the seismic line. To obtain velocities for the fracture sets of NE-1, we analyzed
data recorded on the 80 stations of the landstreamer covering it. Source gathers from the southern part of
the tunnel where the arrivals could not be clearly picked were excluded, resulting in about 150 source
stations being used. Furthermore, only source gathers with high S/N ratio located 200 m before, along the
200 m long landstreamer, and 200 m after it with clearly distinguishable P and Swave first arrivals were used.
The landstreamer data were first divided into seven zones (NE-1-I to NE-1-III and HR-1 to HR-4) as shown in
Figure 9a. Separation was done by assigning to each zone only the receivers and first arrivals belonging to
that particular zone. After assigning the receivers to a particular zone, a linear regression analysis was

Figure 8. An enlarged view of the source gather shown in Figure 6a showing the P and S wave direct arrivals as well as
features interpreted to be wave mode conversions (direct P-to-S and S-to-P) from the fracture system NE-1. Additionally,
particle motion plots for different windows for receiver 280 are also shown (V: vertical, H1: radial and H2: transverse
component of the landstreamer sensor). Note the delay of the Pwave first arrivals where the NE-1 fracture system is located
and strong vertical polarization for most of the events. Different gains were used for plotting particle motions to allow for
better visual inspection.
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performed on picked P and S wave first arrivals as a function of their offsets to obtain an estimate of the
velocity for each zone. Figures 11a and 11b show a boxplot of the obtained velocities for P and S waves in
the vicinity of NE-1, based on the regression analysis. Median velocities of the three NE-1 sets (NE-1-I to
NE-1-III) were taken as representative of the sets for ray tracing modeling purposes. For EW-3, a median
value of the differentiated travel times for the neighboring receivers located within the EW-3 zone and the
same 150 sources were used to obtain an estimate of its P and S wave velocities. Near and midoffset first
breaks were used as an estimate of the P and S wave velocities for the host rock further away from NE-1.
Table 2 contains the geometrical information and aforesaid velocities used as input values for the two
modeling approaches.

The seven zones in Figure 11 show a distinct signature on both the P and S wave velocities. Host rock HR-1
shows high velocities corresponding to the intact rock. Slightly lower velocities are seen in the host rock
after NE-1 (HR-4) compared to HR-1, perhaps due to the influence of the EW-3 fracture system located at
the end of the landstreamer. All zones show a decrease of velocities compared to HR-1, with P waves
appearing more affected than the S waves, particularly in the HR-3 zone. Since both HR-2 and HR-3 are
described as fractured host rock [Rhén et al., 1997; Berglund et al., 2003], the velocity changes within the
two may indicate differences in the intensity of fracturing. Compared to fracture sets NE-1-I and III, the
two mentioned host rock segments are not hydraulically conductive or mineralized [Rhén et al., 1997;
Berglund et al., 2003].

Figure 9. (a) An example of picked first arrivals of both P and S waves along the NE-1 fracture zone. Same figure shows
widths and locations of different sets of NE-1 (NE-1-I to NE-1-III) and less fractured host rock separating them (HR-1 to
HR-4). Locations and widths correspond to the field situation as intersected by the landstreamer in the tunnel. (b) Overview
of the distribution of all Pwave picked first arrivals and their trend with the accompanying color scale corresponding to the
number of picked arrivals falling within a specific range. (c) Travel time residuals as a function of offset for the final P wave
velocity models with RMS = 2.1 ms and color scale showing number of picks within a specific range.
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5.1.1. Modeling the Response of the Fracture Systems Using the 3-D Reflection Travel Time Approach
The 3-D constant-velocity ray tracing travel time modeling is based on the assumption of a homogeneous
rock with a predefined constant velocity with a reflecting planar surface of known 3-D geometry within it
[Ayarza et al., 2000]. Commonly, a trial and error approach on the 3-D geometry is used to fit a reflection
observed on a source gather (or stacked section) to a model. In our case, the geometry of the NE-1 and
EW-3 fracture systems are considered known; thus, their travel time response can be calculated based on
the medium velocity. Here the NE-1 fracture system consisting of three different fracture sets (NE-1-I to III
zones) was modeled as a single planar reflector with velocity equal to the average of the three and dips as
shown in Table 2. Host rock velocities were constant for the entire model. All aforesaid parameters were used
as the model input, and travel times of all the arrivals (e.g., direct P wave, direct S wave, P-P, P-S, S-S, and S-P
reflections) from the two fracture systems (NE-1 and EW-3) were calculated for the same two source locations
as shown in Figure 6 (Figure 12). High-amplitude waves coming off the NE-1 fracture system corresponding
to P-S and S-P converted energy show a good match between calculated direct arrivals and the real data

Figure 10. The 3-D view from the west of the final P wave velocity models obtained from joint P and S wave tomography inversion. (a) P wave velocity model with
aerial photo projected on top of the lidar surface, tunnel model, surface projections of the fracture systems, and their intersection with the tunnel, along with location
of seismic receivers both in the tunnel and on the surface shown by red dots. Same P wave velocity model with tunnel model, surface projections of the fracture
systems, and seismic receivers and (b) EW-3 fracture zone model; (c) EW-3 and NE-1 fracture zone models; and (d) EW-3, NE-1, and NNW-3 fracture zone models
shown. The P wave velocity model shown has both source and receiver statics applied [Bergman et al., 2004; Yordkayhun et al., 2009].

Figure 11. Estimated velocities from linear regression analysis within seven specific zones (NE-1-I to NE-1-III and HR-1 to HR-4) in the vicinity of NE-1 fracture system
from (a) Pwave and (b) Swave first arrivals. Only landstreamer recorded data were used and the values shown are based on approximately 150 sources with good S/N
ratio. The numbers in red within boxes represent the median velocity of every zone.
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(Figure 12a). For EW-3, trapped energy between the two fracture systems appears to dominate near offsets
(Figure 12b). Therefore, matching the events originating from the EW-3 system is based on far offsets only.
The position of our seismic line makes characterization of EW-3 more complicated, since it is located where
the landstreamer part of the seismic line connects to the second part of the planted geophone line
(Geophones II; Figures 1 and 3).
5.1.2. Modeling the Wave Propagation Through Fracture Systems
To increase the level of confidence on the interpretation of the events shown in Figure 12a, we modeled the
response of the two fracture systems for the same source location using a 2-D elastic finite difference code
available in Seismic Un*x [Juhlin, 1995a; Stockwell, 1997; Juhlin et al., 2012]. Finite difference modeling was
done assuming an isotropic media and the parameters shown in Table 2. Widths of the fracture systems
and distances between individual sets were kept consistent to the field situation. To suppress additional edge

Table 2. Parameters Used for Seismic Modeling

Feature Azimuth (°) Dip Angle (°) Width (m) Vp (m/s) Vs (m/s)

Host rock - - - 5650 3300
NE-1-I 231 64 20 5000 3020
NE-1-II 231 64 8 4135 3000
NE-1-III 231 64 31 4940 2810
EW-3 89 73 12 5000 3000

Figure 12. Results of 3-D ray tracing travel time modeling for fracture systems NE-1 and EW-3. (a) Source gather showing
modeled travel times for corresponding events as shown in Figure 6a. (b) Result of travel time modeling for the EW-3
fracture system and events shown in Figure 6b. Note the damped amplitude zone (red arrow) due to trapped energy
between the two fracture systems. For plotting purposes, trace normalization was applied.
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effects, apparent velocities of the host rock shown in Table 2 were used as velocities of host rock segments
(HR-1 to HR-4) separating the fracture sets of NE-1. A uniform density of 2755 kg/m3 was used for the entire
medium, corresponding to the average of the densities of all the rock types mapped in the northern part of
the tunnel [Rhén et al., 1997]. For the isotropic case, the code calculates the C11 and C55 Voigt elastic stiffness.
To include the fracture systems (Figure 13), a percentage decrease of each of the elastic stiffness within the
zones where the fracture systems are located was calculated to match the parameters shown in Table 2.
Conceptually, the model was made assuming that its top represents the tunnel floor where the seismic recei-
vers were placed.

Since the data show quite a broadband frequency character (Figure 6), a Ricker wavelet with a dominant
frequency of 180 Hz was used to generate synthetic seismograms. To prevent numerical artifacts, a grid cell
size of 1 m in both the vertical and the horizontal directions was used. A free surface boundary condition was
applied at the top and absorbing boundary conditions on the model sides to avoid strong reflections off the
model boundaries. Intrinsic attenuation was not included (Q = ∞). The calculated travel times using the 3-D
ray tracing approach correspond well to both the real and synthetic source gathers (Figure 14) with a good
match of the modeled responses with those observed on the real source gather as shown in Figure 14c.
Strong scattering from the edges of cells as seen in Figures 14a and 14b is a consequence of the way the frac-
ture zones were introduced into the model. Nevertheless, it is not so strong as to obscure the recognition of
the events of interest.

5.2. Dynamic Elastic Properties of the Fracture Systems

Subsurface elastic property estimation is essential for engineering purposes, reducing drilling and mining
risks, maximizing oil and gas reservoir productivity, or understanding crustal stresses driving tectonic pro-
cesses. Based on how they are determined, the elastic properties of materials can be classified into static
and dynamic ones. By definition, the static moduli are obtained directly in deformational (stress-strain)
experiments, while the dynamic ones are calculated from the seismic velocities and density [Mavko et al.,
2009; Meléndez-Martínez and Schmitt, 2016]. Unless conducted on an ideally elastic material, the calculated
value of the dynamic moduli and measured static ones will differ, with the dynamic ones generally indicating
more competent rocks. The difference between the two can be related to the different strain (deformation)
amplitudes involved in static measurements and those caused by a passing seismic wave (about 10�3 and
10�6, respectively) [Barton, 2007; Mavko et al., 2009]. Additionally, the presence of cracks, joints or pores,
and their fluids play an important role [Blake and Faulkner, 2016]. Regardless of the differences between
the two, the dynamic elastic properties for the NE-1 fracture system, namely, Vp/Vs and Poisson’s ratios, were
estimated to test if the highly permeable fracture sets of NE-1 show distinct signatures. To obtain the ratios,
two approaches were used. According to Geldart and Sheriff [2004], the Vp/Vs ratio can be approximated as
the travel time ratio of S and P wave direct arrivals, tS/tP picked on the same receiver. For this step, we
used the same 150 sources and 80 landstreamer stations as used for obtaining the velocities shown in
Figure 11. The values obtained using the travel time ratios are influenced by all the rock a seismic wave

Figure 13. Velocity model used for 2-D elastic finite difference modeling. The velocities shown here are the same ones as
used for 3-D travel time modeling. Over the entire model, the density was kept uniform.
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encountered along its propagation, hence corresponding to the path average ratio. In the second approach,
to obtain amore focused and local analysis, the velocities shown in Figure 11 were used to calculate Vp/Vs and
Poisson’s (σ) ratio for the seven zones in the vicinity of NE-1. The Poisson’s ratio (σ) was calculated using the
isotropic case formula [Geldart and Sheriff, 2004]:

Figure 14. (a) Synthetic seismograms generated using the 2-D elastic finite difference modeling approach with arrows
showing the location of the corresponding fracture systems. (b) Same seismograms with superimposed travel times from
the NE-1 fracture system modeled using the 3-D ray tracing approach and the direct P and S wave velocities. (c) Real data
source gather with calculated travel times superimposed.
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σ ¼ Vp=Vsð Þ2 � 2

2 Vp=Vsð Þ2 � 1
h i (1)

Figures 15a and 15b show boxplots of Vp/Vs and Poisson’s ratio calculated using the travel time ratios of the
picked S and P wave direct arrivals (tS/tP), while Figures 15c and 15d show the variation within the seven
different zones based on using the velocities in Figure 11. Red lines and numbers inside blue boxes bounded
by the first and third quartiles depict the median value per zone. Individual fracture sets of NE-1 are marked
with NE-1-I to NE-1-III and the host rock separating them with HR-1 to HR-4. Even though seismic wavelengths
are estimated to be on the order of 20–25 m, the fracture system still produces a distinct seismic signature as
seen on the source gather shown in Figures 8 and 9. Themost prominent decrease can be seen in the portion of
the NE-1-II fracture set, with a distinct drop of all parameters (Figure 15). According to the hydraulic conductivity
description by Rhén et al. [1997] and Berglund et al. [2003], this may indicate a transition from a high fluid con-
ductivity to a non or low-conductivity environment. The distinct drop of the parameters spatially coincides

Figure 15. Variations of dynamic elastic properties in the zone of the NE-1 fracture system calculated using two different
approaches. (a) Vp/Vs ratio variation and (b) Poisson’s ratio variation based on the ratio of picked first arrivals of the S and P
waves from 150 sources along a portion of the seismic line in the tunnel. (c) Vp/Vs ratio variation and (d) Poisson’s ratio
variation within seven different zones as shown in Figure 9 and velocities obtained from regression analysis. HR represents
host rock before and after NE-1 (HR 1 and 4) and between its different sets (HR 2 and 3).
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with the P-S and S-P wave mode conversions seen both in the real data and supported by the modeling stu-
dies. Considering the seismic wavelengths, size, and position of the NE-1-II, this marked decrease is likely an
average over the fracture set and the more competent host rock separating it from the NE-1-III and NE-1-I.

5.3. Seismic Quality Factor Q of Fracture Zones

Seismic attenuation, in the most general sense, represents the loss of energy or amplitude of a seismic wave
as it propagates through a medium [Knopoff, 1964; Sheriff, 2002]. It has been a topic of research for almost
40 years now, and different attenuation mechanisms have been proposed [Johnston et al., 1979;
Kjartansson, 1979; Toksöz et al., 1979; Holliger and Bühnemann, 1996; Wang, 2008; Ekanem et al., 2013].
Attenuation involves loss of energy due to geometrical spreading, scattering, and anelastic or intrinsic
attenuation resulting from grain boundary friction or fluid movements [Johnston et al., 1979; Mavko et al.,
2009]. Knowledge of the attenuation is important since it can provide insight into the intensity of fracturing,
lithology, and porosity or indicate hydrocarbons in reservoir characterization [Kjartansson, 1979; Dasgupta
and Clark, 1998; Xu and Stewart, 2006;Wang, 2008]. To quantify to what extent the different hydraulically con-
ductive sets of the NE-1 fracture system influences the attenuation of passing seismic waves, we calculated Q
within the same zones as used for the calculation of the velocities (Figure 11) and dynamic mechanical para-
meters (Figure 15). According to Tonn [1991], the Q value can be estimated as the amplitude ratio of the same
seismic event recorded by two receivers located at distances x1 and x2 using

Q ¼ ωΔx
2c

ln
A x1ð Þ
A x2ð Þ

� �� ��1

; (2)

with A(x1) and A(x2) being the amplitudes at two receiver locations, c the velocity, and ω = 2πf the dominant
angular frequency. For the purpose of our study, we assume that Q is frequency independent in the
frequency range of our data. To calculate Q based on the amplitude decay method, the same 150 source
gathers and 80 receivers were used after a geometric spreading correction had been applied using the
source-receiver offsets as the scalar. Noisy traces and traces with offsets less than 80 m (to suppress
source-induced noise) were excluded from the analysis. For every source gather, we extracted data within
a 10ms window around the P and Swave direct arrivals (3 ms cosine taper on both ends). Extracted data were
then subdivided by receivers located inside each of the seven zones as used for calculation of velocities
shown in Figure 11. Within the zones, natural logarithms of the peak amplitude of every receiver were calcu-
lated, and as function of offset, used as the base for linear regression analysis (Figure 16). A minimum of four
stations per zone was used for the analysis (Figure 16). Offsets from the source positions were used as dis-
tance (Δx in the formula) within each of the seven individual zones and the slope of the line from the previous
step used to calculate averageQ [Juhlin, 1990; Tonn, 1991; Juhlin, 1995b]. This was done for both P and Swave
direct arrivals with dominant frequencies of 180 Hz and 160 Hz, respectively. For every zone, themedian velo-
cities shown in Figure 11 for zones HR-1 to HR-4 and NE-1-I to NE-1-III were used to calculate Q (Figure 17).

Q values within and around NE-1-II are quite low, suggesting the zone and neighboring rocks to be highly
attenuating. Other regions of the host rock show a higher Q value, implying more competent rocks. The
hydraulically conductive set of NE-1 (NE-1-III) shows high Q values compared to the other sets and the HR-
1 segment. The S wave attenuation shows a similar pattern, with NE-1-III being less attenuating compared
to other sets or the fractured host rock segments separating them. Since the final results of the Q estimates
are shown as a boxplot (Figure 17), no norm of residuals or standard errors are shown to avoid redundancy.

6. Discussion
6.1. Surface-Tunnel-Surface Velocity Tomography

Studies involving tunnel-to-surface experiments have previously been reported by Gritto et al. [2003, 2004].
Compared to them, the study presented here was done with simultaneous data recording on the surface and
inside the tunnel, allowing better spatial coverage for the travel time tomography. The velocity model shown
in Figure 10 was forced to be 2-D (wide crossline cell of 200m), although a 3-D inversion was performed and a
3-D source-receiver setup was used for travel time calculations; hence, its interpretation should be viewed
with certain caution. An attempt to do a 3-D inversion of the first arrivals was made using a grid size of
12 m in the crossline direction, which resulted in numerous gaps in the inverted velocity model, making
the interpretation of the results difficult. To ensure that features in the velocity models are not inversion
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artifacts, we tried to perturb the picked first arrival travel times by adding a series of randomly generated
travel times with a mean value of ±3 ms [Malehmir et al., 2015b]. This did not significantly influence the
result, with the anomalous zones still being preserved. Additional tests of the initial model perturbation,
and a test of possible errors introduced by the coordinate transformation from internal coordinate system
in the tunnel to the one used [Maurer and Green, 1997; Malehmir et al., 2015b], was based on adding a
randomly generated series of ±0.5 m (mean value) to the receiver coordinates and reinverting this new
data set. Again, no major change was seen in the final velocity model.

The northern part of the line has good data coverage, so the velocity anomalies related with the NE-1 and
EW-3 systems could still be reasonably well resolved. Significant improvement andmore spatially constrained

Figure 16. An example of linear regression fitting to the peak amplitudes of the receivers within the seven zones and a
10 ms tapered window around picked first arrivals. (a) P and (b) S wave example. ln(A(xn)) represents the logarithmic
value of the amplitude of the corresponding station.

Figure 17. Seismic quality factor Q across the NE-1 fracture system obtained using the amplitude decay method on (a) P wave direct arrivals and (b) S wave direct
arrivals. To calculate the Q, median velocities of all zones shown in Figure 11 were used. The red numbers inside the box represent the median value of Q per zone.

Journal of Geophysical Research: Solid Earth 10.1002/2017JB014304

BRODIC ET AL. SEISMIC RESPONSE OF FRACTURES 18



low-velocity anomalies related to the fracture systems were obtained with the joint inversion than with
inverting only for P wave arrivals. In the case of EW-3, the number of source and receiver pairs, and their spa-
tial positions favor the imaging of the fracture system itself (Figure 10b, EW-3 arrow). The fracture models
extracted from the SKB database confirm that this velocity decrease spatially corresponds to the EW-3
system. Low-velocity anomalies that follow the dip of NE-1 can be seen in the velocity model, but constrain-
ing their lateral extent based only on the tomography result remains uncertain. Additional complexities in
interpreting the velocity anomalies related to NE-1 are introduced by the presence of the NNW-3 fracture
zone. A low-velocity zone having its root where the NE-1 crosses the tunnel and continuing upward with
opposite dip is also present on the P wave velocity model (Figure 10c, arrow NE-1-III). This low-velocity zone
may be connected with the NE-1-III fracture set of the NE-1 zone that appears to change its dip angle above
the tunnel intersection. Surface projection of this low-velocity region corresponds to a lineament seen on the
aerial photo, supporting the claim that this zone is rather a geological feature than an inversion artifact
(Figure 10a, NE-1-III arrow). The modeling studies of Berglund et al. [2003] also conclude that the NE-1 zone
appears to change its dip angle from the surface downward. Another consistent zone where the velocities
decrease in the velocity model can be seen following the EW-3 (Figure 10, velocity decrease after EW-3 in
the downdip direction).

6.2. Seismic Signature of the Fracture Systems

Lack of a significant decrease in the Swave velocity over the NE-1 zone (Figures 8 and 11) may be an effect of
the preferred fracture orientation within the zone. Open fractures may be controlled by the original develop-
ment of the fracture system and aligned parallel to the dip or they may be controlled by the stress field, giv-
ing rise to extensive-dilatancy anisotropy [Crampin, 1981, 1987; Yardley and Crampin, 1991]. Cracks aligned
parallel to the dip of the fracture system, either original or due to the current stress field, would favor the
delay of Pwaves over Swaves propagating across the system. For an Swave as shown in Figure 8, with cracks
aligned parallel to the dip angle of the fracture system and assuming that it is radially polarized (particles
polarized parallel to the plane of cracks), no significant effect on its propagation would be observed
[Anderson et al., 1974].

Studies have reported that fully fluid saturated fracture zones will tend to have lower seismic velocities and
possibly higher hydraulic conductivity [Juhlin, 1995b]. High hydraulic conductivity may increase the pore
pressure, hence reducing the effective stresses further decreasing the velocities, increasing attenuation,
and making the fracture effect more pronounced [Dvorkin et al., 1999; Siggins and Dewhurst, 2003; Wang
et al., 2012]. However, only a small decrease of velocities in the highly hydraulically conductive NE-1-III zone
indicates the opposite to be the case. Whether this effect is due to mineralization of the fractures, fracture
intensity, apertures of the cracks and fractures, presence of clays and clay alteration, or due to grout in the
fractures remains uncertain. Changes to the nature of the zone due to the grouting cannot be ruled out.
The seismic waves may not be sampling the unaffected portion of the zone.

A significant amount of S-Pmode converted energy is associated with the NE-1 fracture system. We can note
that the P-P and S-S reflected waves are difficult to identify in the real data, while the P-S and S-P mode
converted direct and reflected waves are clearly present (Figure 12a). Considering the spatial location of
the mode conversions of the direct P and S waves, we argue that the mode conversions are related to the
transition between the highly hydraulically conductive portion of the NE-1 fracture system (NE-1-III) and its
low hydraulically conductive neighbor NE-1-II and fractured host rock segments HR-2 and HR-3.
Accounting for the wavelengths of our data set (20–25 m), it is likely that the mode conversions are a cumu-
lative effect of the mentioned zones. To obtain a more constrained interpretation, other information would
be required, such as, e.g., full-waveform sonic borehole logging. The nature of the direct S-P mode conver-
sions observed in the data and the delays in the P wave first arrivals (Figure 8) still remain uncertain.
Hardage et al. [2011], for example, argue that, in the case of aligned fractures, increased fracture density could
noticeably decrease velocity of a P wave propagating normal to the fracture plane, while the radially polar-
ized shear wave velocity remains the same. Even though this argument supports our observation, it does
not explain why strong P-S conversion occurs at the zone. The mode conversions and delays are likely a joint
effect of the different density, spacing, apertures of the cracks and fractures, and their alignment, which in
return influences the hydraulic conductivity of the fracture sets [Anderson et al., 1974; Hardage et al., 2011].
The EW-3 fracture system is less hydraulically conductive (90 L/min prior to grouting) and relatively narrow
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(12 m), and no noticeable P-S and S-P direct wave conversions from it are seen in the data. The energy
trapped between the two fracture systems (red arrow on Figure 12b) makes the interpretation of the EW-3
exact location in the source gathers a difficult task due to noise masking all the reflected arrivals at near off-
sets. Nevertheless, far offset events on the real data appear to match relatively well with the calculated travel
times (Figure 12b).

The finite difference elastic modeling result shown in Figure 14 was done in 2-D assuming the tunnel bottom
as the top of the model. Taking into account the tunnel shape and seismic sources and receivers along it, the
2-D assumption may be valid for modeling of the shallow events originating from the boundaries of the frac-
ture systems. If deeper structures are to be imaged, or the contact of NE-1 and EW-3, 3-D modeling should
providemore accurate results, where the dip of the two, along with their widths, should be used as themodel
input. One drawback of the modeling strategy of introducing the fracture systems in the code was more
“edge effects” due to sharp changes of the neighboring cell properties. Even with the severe scattering seen
in the results, important information was obtained that allowed us to partly reconstruct the delay of the P
wave first arrivals seen in the real data and fully reconstruct the P-S and S-Pmode conversions. A good match
with the real data can be noted, indicating proper selection of the modeling parameters shown in Table 2.

6.3. Dynamic Elastic Properties and Seismic Attenuation Estimation

The most distinct variation in the dynamic elastic properties is over the NE-1-II fracture set (Figure 15), parti-
cularly indicated by a marked decrease in Vp/Vs. The NE-1-I fracture zone also shows a decrease in Vp/Vs and
Poisson’s ratio, but not as clearly as NE-1-II. The highly hydraulically conductive NE-1-III set shows an increase
in the Poisson’s ratio, compared to those subsets that are not highly water bearing. These variations may be
due to changes in the fracture intensity and hydraulic conductivity, which in turn influence the fluid pressure
and effective stresses within the fracture sets [Dvorkin et al., 1999; Carcione and Cavallini, 2002; Siggins and
Dewhurst, 2003; Wang et al., 2012]. Considering the estimated accuracy of the first break picks (±1–2 ms),
the calculated velocities in the fracture sets are somewhat uncertain. However, given the width of the indivi-
dual fracture sets, the more intact host rock separating them, and the seismic wavelengths, we suggest that
the values shown in Figure 15 are slightly underestimated and represent average values of the fracture sets
and the host rock separating them. Nevertheless, the three fracture zones appear to give a clear signal in the
seismic data and estimated dynamic elastic properties. The lower S wave velocity in NE-1-III compared to the
other two (Figure 11) suggests that this zone is more fractured, and therefore more water bearing.

Compared to single-fold VSP studies [e.g., see reviews by Tonn, 1991; Toverud and Ursin, 2005], the data in this
study involved the analysis of 150 source gathers around the fracture systems. Although Q values in certain
zones shown in Figure 17 are calculated based on only four receivers, the amount of data used for the calcu-
lations provides a rough estimate of Q within each zone. The higher Q values within the zones are in the
range of those observed for granites and diorites [Knopoff, 1964; Badri and Mooney, 1987; Barton, 2007].
The low hydraulically conductive sets of NE-1 (NE-1-I and NE-1-II) show low Q values for P and S waves.
Compared to the intact rock, the lower Q values within these two fracture sets are expected and show similar
characteristics to faults investigated by Harris et al. [1997] and Worthington and Hudson [2000]. The NE-1-III
set, on the other hand, shows a high Q value for both P and S waves (Figure 17). Pyrak-Nolte et al. [1990],
based on lab analysis of fractured rock samples, concluded that at 30 MPa confining pressures (pressures
of the in situ seismic studies), the Q factor of high water-bearing rocks is higher than those that are less
water-bearing. Hydraulic conductivity, along with clays or other minerals in the cracks of NE-1-III, may have
additional effects on Q [Boadu and Long, 1996; Rubino and Holliger, 2012; Kong et al., 2013]. Both segments
of the host rock before and after the NE-1 system show high Q values (HR 1 and HR 4 in Figure 17), indicating
a less attenuating environment andmore competent rocks. Pwave attenuation within the HR 1 zone is higher
than HR 4, possibly due to the number of stations used for linear regression purposes (HR 1 is calculated using
7 receivers, while HR 4 included about 40 receivers; Figure 16). Both P and S wave results in Figure 17 show
low values in the two host rock segments (HR 2 and HR 3) separating NE-1-II from its neighboring sets. These
results indicate less intact and fractured rocks, also consistent with previous studies [Rhén et al., 1997;
Berglund et al., 2003]. Generally, the P wave appears more attenuated than the S wave, supporting the idea
that preferred fracture orientations are highly influencing the wave speeds.

In summary, the two less hydraulically conductive zones have lower Vp/Vs and Poisson’s ratio than the more
conductive NE-1-III zone. These zones also have lower Q values (Figure 17). Combined, these observations
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suggest that NE-1-I and NE-1-II are of a different nature than NE-1-III and their seismic signature can be used
to characterize them.

7. Conclusions

A surface-tunnel-surface seismic experiment was conducted at the Äspö Hard Rock Laboratory in southern
Sweden with sources and receivers both in the tunnel and on the surface. First arrivals from all sources
and receivers were manually picked and used for joint P and S wave travel time tomography. The obtained
P wave velocity model shows low-velocity zones that correlate relatively well with the locations and dip
angles of the NE-1 and EW-3 fracture systems investigated in this study. Additionally, minor fracture systems
appear as low-velocity anomalies. Some of these minor fracture systems observed in the velocity model were
mapped in previous studies and others are new in this study.

Inspection of source gathers shows that the NE-1 fracture system generated significant mode-converted
direct and reflected P and S wave energy. The 3-D ray tracing reflection travel time modeling was performed
to verify these observations. It was illustrated that the fracture system was responsible for generation of P-S
and S-P reflections. The EW-3 zone has a smaller spatial extent and is less hydraulically conductive than parts
of the NE-1 system, and for this fracture system, all reflected andmode-converted waves weremodeled using
the same approach. The modeled travel times for EW-3 show a reasonable match between the events seen in
the source gathers and the ones modeled, at least at far offsets. The velocities extracted from the seismic data
were used to further model the response of the two fracture systems using a finite difference elastic model-
ing method. This modeling suggests that P-S and S-P energy conversion from the two is possible, and
synthetic seismograms show a good correspondence to real source gathers, and the travel times calculated
using the ray tracing approach.

The NE-1 fracture system causes noticeable delays in the Pwave first arrivals for the seismic receivers located
across it in the tunnel. These delays were used as a basis for the estimation of dynamic mechanical para-
meters of the fracture sets, namely, Vp/Vs and Poisson’s ratio, and the variation of these parameters across
the fracture sets. The variation was correlated to different degrees of fluid conductivity of the different frac-
ture sets of the NE-1 system. Estimation of the seismicQ factor shows that the fractures with different degrees
of hydraulic conductivity show different attenuation characteristics. The low or nonhydraulically conductive
fracture sets of NE-1 are highly attenuating for both P and S waves compared to the rocks further away from
it. The highly hydraulically conductive part of the NE-1 fracture system (NE-1-III) appears less attenuating
compared with the low permeable and low water-bearing neighboring sets.

This study illustrates the potential of active-source surface-tunnel-surface seismic data to resolve structures
between the tunnel and the surface. Additionally, it shows the potential of this approach to characterize frac-
ture zones using various parameters such as P and S wave velocities, Vp/Vs, Poisson’s ratio, and the quality
factors Qp and Qs. At the Äspö site, the more hydraulically conductive fracture zone investigated by the seis-
mic experiment is characterized by its higher velocities and higher Q value compared to the less
conductive ones.
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